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Тезисы доклада
Начало формы
1. НАЗВАНИЕ ДОКЛАДА: 
(на русском языке) – Игровая модель «вычислитель-злоумышленник» в сети добровольных вычислений типа грид.

(на английском языке) –  A game against a malefactor in a grid computing environment
2. АВТОРЫ:
(на русском языке) –  Чернов И. А.

(на английском языке) -  Chernov I.A.

[image: image2]
3. ОРГАНИЗАЦИЯ (полное наименование, без аббревиатур): 
(на русском языке) – Институт прикладных математических исследований Карельского научного центра Российской академии наук

(на английском языке) –  Institute of Applied Mathematical Research of the Karelian Research Centre of the Russian Academy of Sciences

4. ГОРОД:
(на русском языке) –  Петрозаводск

(на английском языке) –  Petrozavodsk

5. ТЕЛЕФОН: +7-953-527-6261
6. ФАКС: (814-2) 76-63-13
7. E-MAIL: chernov@krc.karelia.ru
8. АННОТАЦИЯ:

(на русском языке) –  В докладе предлагается простая игровая модель взаимодействия организатора проекта добровольных вычислений и злоумышленника, преднамеренно возвращающего неверные результаты. Приведены примеры, показывающие, что оптимальная стратегия проверки заданий путем репликации позволяет вынудить злоумышленника отказаться от своих действий либо возвращать часть верных ответов фактически сотрудничая с проектом.

(на английском языке) – In the report we present a simple game-theoretic model of interaction of owner of a grid computing environment and a malefactor who intentionally returns wrong results. Examples show that optimal replication strategy is able to force the malefactor to go back upon his intention or return correct answers in fact collaborating with the project.
9. КЛЮЧЕВЫЕ СЛОВА:

(на русском языке) –  грид, репликация, надежность добровольных вычислений

(на английском языке) –  grid, replication, reliability of volunteer computing
10. ТЕКСТ ТЕЗИСОВ ДОКЛАДА:

High-performance computing is widely used in science and industry. Recently popularity of desktop grids [1,2] have increased; such grids connect inhomogeneous computers using networks of general purpose. They are useful for problems that demand much computational power due to large amount of independent or weakly dependent tasks. We restrict the consideration to the recognition problems, i.e., those having only two possible answers. An example is looking for the prime numbers. Computers of the grid belong to volunteers who are anonymous; a computer can belong to a malefactor who intentionally returns wrong answers in order to spoil the work of the project or to gain some malfeasant profit. An obvious way to avoid errors is replication, i.e., sending copies of tasks to randomly chosen computers and accept the answer only if all replies coincide. Otherwise the problem is solved on a trusted computer. Another approach (quorum) is to believe an answer provided that it is returned the given number of times, though other answers can also arrive. Both approaches increase time and cost of calculation, but reduce the risk of a wrong answer and therefore the expected loss. Malefactor, on the other hand, pays for intruding computers, but more computers means higher probability of a wrong answer and therefore higher expected gain of the malefactor. This is the game situation [3]: expected wins of both players depend on actions of both of them, while their goals do not coincide or even are opposite. The aim of Player 1 is to avoid maximal replication, which is the safest, but expensive; Player 2, on the contrary, wants high risk of the error at low cost.

We show that, although interests of the players are almost opposite, collaboration is possible: high threat of careful check makes the malefactor to produce correct answers of one kind or on some of his computers.

Denote the number of computers in the grid by N, k of them have been intruded by the malefactor. Computers are chosen randomly and independently, so probability of a wrong answer is k/N provided that all malicious computers give the wrong answer. This probability can be less if some computers collaborate with the project giving correct answers; we consider such strategy as an example in the end. The malefactor (Player 2) chooses the number k; also he/she can return the correct answer of one kind (e.g., NO, we assume that only two different answers are possible). So possible strategies are (k,b) with integer non-negative k not greater than N and Boolean two-dimensional vector 
[image: image3.emf]b = ( b

-

, b

+

)

. These values indicate whether the malefactor would lie in case of each answer; apriori probabilities of the answers are denoted 
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The owner of he grid (Player 1) replicates the tasks, sending 
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 replicas and expecting identical answers. This integer number is his possible strategy. The cost function of the player 1 consists of the cost of calculations, e.g., time, energy, rent, etc, and of penalties  
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 in case of wrong answers NO and YES, respectively. Let us write this down as 
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Now let us discuss the cost function of Player 2. He pays for intruding computers to the grid, and needs to intrude new ones if the wrong answer is exposed. If the wrong answer is believed, computers can be reused. On the other hand, when the wrong answer is accepted, the malefactor gains some profit, may be different for different answers.

Let us summarize this in the form
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Here we assumed for simplicity that penalty paid by Player 1 is taken by Player 2; A units are payed for intruding a computer in case the lie has been exposed so that the computer is compromised.

Let us consider a simple example. Assume that 
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, 
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, N=100, 
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, A=1. Then, if the choice 
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is excluded (i.e., malefactor lies at least for some answers and thus is indeed a malefactor), the game is solved in mixed strategies. Indeed, the worst case for each choice of Player 2 is 
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, the best among them is k=1, 
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: the least possible intrusion and correct YES answers are returned. Intentionally wrong answer is returned only in cheaper cases of correct answer NO. However, if Player 1 relies on this choice of the opponent, 
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is the best opportunity. But if 
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then k=25, 
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is much better for Player 2 and much worse for Player 1. No pure strategy solution means that the game can be solved in mixed strategies only. Anyway in some cases malicious computing nodes would return correct answers, in fact collaborating with the project.

If 
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 case is allowed, then the game is also solved in mixed strategies, but this case has non-zero probability, so that collaboration is even more exact.

The same values except A=0.01 result in the game solved in pure strategies 
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. One can see that following the optimal strategy means returning the YES answer always, there is no need to solve the problem, provided that the malefactor does not plan to steal the answer (e.g. in case large primes are looked for, etc.) One more conclusion is that NO answers are guaranteed to be correct, provided that players follow their optimal strategies.

One more example: let 
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, i.e., the malefactor lies; 
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(equally valuable answers); A=0.2, N=100,  
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, 
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. This game is solved in mixed strategies: 
[image: image34.emf]⃗ q = ( 0.14 , 0, 0.86 )

, 
[image: image35.emf]⃗ p=( 0.955 , 0, 0.045)

, Player 2 pays 0.056 units per a game in average, Player 1 does 3.07. This shows that the malefactor does not get profit; some strategies are not used; the most harmless choice of the malefactor is used seldom; the safest choice of Player 1 is not used always. Also note that malefactor needs to intrude 25 computers but mostly uses only one, so 96% of malefactor's computers collaborate with the project (provided that he can not avoid malefaction).

Let us summarize the ideas presented above. We have constructed simple examples that show that game situation may occur between the calculation project management and the malefactor; in some cases this game is solved in mixed strategies only, so that the choice must be random; the malicious nodes can to a curtain extent collaborate with the project; malicious actions can be unprofitable provided that the intrusion cost is high enough.
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